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PAY MENT RECORDS PAINT a detailed picture of an 
individual’s behavior. They reveal wealth, health, and 
interests, but individuals do not want the burden of 
deciding which are sensitive or private.1 Central banks 
are exploring options to digitize cash. As of January 
2023, 27 of the 38 member states of the Organization 
for Economic Cooperation and Development (OECD) 
have announced retail central bank digital currency 
(CBDC) research and projects.a

The issue of privacy needs to move center stage. 
Decades of work on privacy-enhancing technologies 
have highlighted that privacy does not come for free, 
it is easy to get wrong, and it is imperative to design 
before deployment.
a	 See the January 2023 dataset update at https://www.bis.org/publ/work880.htm

CBDC has been discussed in policy 
reports, academic papers, and public 
media through lenses such as monetary 
policy,6 impact on the financial system,2 
and technology.3 Almost all of these 
documents flag the importance of pri-
vacy, but many lack in-depth discus-
sion or concrete design choices. Figure 
1 shows the uptake of privacy in the 
CBDC literature: While the question 
is raised, significant treatment is still 
rare. An exception is recent academic 
papers (shown in the top right corner 
of the figure), which are generally writ-
ten by computer scientists. These pa-
pers offer specific solutions to include 
in the privacy design landscape.

Policymakers may shy away from pa-
pers with cryptographic equations that 
mention Alice and Bob. While there 
are exceptions,9 the gap in concrete 
privacy solutions in policy reports is 
puzzling, as economists have argued 
that CBDC could make an essential dif-
ference in providing privacy in digital 
payments.10 It is popular for authors of 
these reports to point out the tension 
between privacy and law enforcement; 
reiterate that it requires a solution; and 
ultimately punt to government offi-
cials, legislators, the judiciary, or pub-
lic opinion to solve it. Occasionally, 
technical solutions are prescribed (for 
example, blockchains, cryptography, 
zero-knowledge proofs) without ade-
quate operational details or even preci-
sion about exactly what data is protect-
ed from whom. The number of distinct 
stakeholders, combined with the tech-
nical challenges, has stalled progress 
toward deploying retail CBDC.

One step forward is understanding 
who the key stakeholders are and what 
their interests are in payment records. 
Knowledge of conflicting interests is 
helpful for developing requirements 
and narrowing the range of techni-
cal solutions. This article contributes 
to the literature by identifying three 
stakeholder groups—privacy-conscious 
users, data holders, and law enforce-
ment—and exploring their conflicts at 
a high level.

A main insight is that nuanced da-
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relationships identified among these 
stakeholder categories. The accompa-
nying table shows an evaluation of pay-
ment options from the perspective of 
stakeholder conflicts. The table com-
pares payment options by how well 
they deal with the identified conflicts 
using a simple ordinal scale: good, OK, 
and bad.

Let’s start with the relationship 
between privacy enthusiasts and law 
enforcement. There is a subtype of pri-
vacy enthusiast who is law-abiding and 
affirms that crimes can be deterred 
with effective law enforcement, yet be-
lieves that errors, corruption, breach-
es, and overreach are present or poten-
tial future concerns. Law enforcement 
prefers the least amount of friction in 
obtaining payment information that is 
pertinent to their investigations.

While the privacy preferences of 
these two stakeholders might appear 
diametrically opposed, this is the case 
only when everyone is “treated like a 
criminal.” Hypothetically, if criminal 
activity could be perfectly discrimi-
nated from benign transactions, and 
benign transaction data was protected 
unconditionally, both stakeholders 
would be satisfied. This is probably 
impossible, but privacy-affirming pay-
ment systems try to approximate it.

A common research direction, pur-
sued in at least nine CBDC projects, 
is to offer privacy for transactions un-
der a certain threshold (for example, 
$10,000). This is much too rigid. In-
vestigators might not care about a $20 
payment at a gas station when investi-
gating tax evasion, but it is critical in-
formation when the payment is made 
by an abduction suspect on the run.

A privacy enthusiast would consider 
cash as largely addressing their con-
cerns with law enforcement (denoted 
by P®L in the table), while law enforce-

ta-access policies are best to resolve 
the conflicts, which in turn rule out 
many technical solutions that prom-
ise “hard privacy,” meaning solutions 
relying on cryptography and user-
guarded secrets without room for hu-
man discretion.7 This observation 
shifts attention to a softer form of pri-
vacy-enhancing technologies, which 
gives authorized stakeholders the 
capability to access certain payment 
records in plaintext under defined cir-
cumstances. Such a system depends 
on compliance and accountability, 
supported with technically enforced 
access control, limited retention peri-
ods, and audits. This is referred to as 
“soft privacy.”

Stakeholder Analysis
Many countries exhibit a convoluted 
set of payment options. These have 
evolved from stakeholders having com-
peting interests, including tussles over 
privacy. Stakeholders include the users 
(who might additionally be vulnerable, 
unbanked, undocumented, children, 
foreign residents, or tourists), mer-
chants, banks and payment providers, 
government (central banks, financial 
regulators, law enforcement, and in-
telligence agencies), and other parties 
with an interest in the tension between 
privacy and transparency (investigative 
journalists and privacy advocates).

A detailed stakeholder analysis of 
all these parties proved unnecessary in 
that the key tensions are well-captured 
through consideration of only three 
stakeholder categories:

	˲ Privacy enthusiasts. Users of a pay-
ment system with an interest in privacy.

	˲ Law enforcement. Investigators of 
crimes with financial evidence.

	˲ Data holders. Entities that record 
and monetize financial data, includ-
ing merchants, banks, and payment 
processors.

Figure 2 illustrates the conflicting 

Evaluation of payments option.

Law enforcement Privacy enthusiasts Data holders

L ® P P ® L P ® D D ® Dnew D ® L

Cash ok good good bad bad

Payment Network good bad bad good ok

Crypocurrency bad good good ok bad

Soft Privacy CBDC good ok good ok ok

Hard Privacy CBDC bad good good bad bad

Figure 1. Uptake of privacy in the CBDC literature.
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Figure 2. Main conflicts between stake-
holder categories.
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analysis techniques that improve and 
become cheaper over time. The diffi-
culties in tracing cash are safeguarded, 
while payment systems enshrine banks 
and payment processors with valuable, 
proprietary data that could be useful 
for decades.10

The development of soft-privacy 
CBDC will have to contend with a 
greater variety of stakeholders and a 
lack of transparency about how pay-
ment data can be used, attempting to 
avoid the thicket of rules governing to-
day’s payment systems. One option for 
CBDC is to shift all the payment data 
from today’s commercial entities to 
the central bank, which ideally has no 
incentive to monetize it and can shield 
it from abuse for political interests. 
CBDC is also an opportunity to design 
a seamless set of soft-privacy rules 
from scratch.

Data holders and law enforcement 
have minimal conflict. If law enforce-
ment can obtain payment informa-
tion, it is not generally concerned with 
who it is from (for example, a commer-
cial bank instead of a central bank). 
Conversely, data holders find rules for 
identity gathering and reporting trans-
actions expensive and onerous (D®L) 
and would favor their relaxation or 
even elimination. Systems with a de-
gree of traceability can lead to lighter 
regulation, while hard-to-track pay-
ment methods, such as cash or crypto-
currency, lead to more regulation.

In the CBDC literature, some solu-
tions propose on-boarding users with 
cryptographically protected identities 
that can be used for selective traceabil-
ity by law enforcement.14 While better 
than strict anonymity for law enforce-
ment, these systems impose greater 
costs on commercial banks with addi-
tional computation, procedures, and 
internal controls relating to the in-
volved cryptography.

Data holders also have a tension 
among themselves, as any change to 
the payment system might increase or 
decrease their access to future payment 
data. For example, CBDC that runs 
on a permissioned blockchain might 
benefit the incumbents by creating a 
higher barrier to entry for newcomers. 
A radical change to the payment infra-
structure would be direct CBDC run 
by a central bank where commercial 
banks and payment providers have no 

ment would be concerned about the 
wide usage of cash by privacy enthusi-
asts (denoted by L®P). Law enforce-
ment is not helpless at tracing cash, 
however, aided by serial numbers, 
marked bills, fingerprints, reporting 
of large cash transactions at regulated 
businesses, ATM surveillance, and 
the high carrying costs of transport-
ing and protecting large holdings in 
low-denomination bills. Conversely, 
a payment network (next row in the 
table) recording every transaction and 
providing exceptional access to law en-
forcement (with judicial oversight) re-
solves their preference while leaving a 
privacy enthusiast concerned about its 
potential for abuse or breach.

Cryptocurrencies use hard privacy, 
where user-generated public keys de-
fine accounts, and the corresponding 
private keys authorize transactions 
using digital signatures. The design 
intention is to mirror the privacy pro-
visions of cash, although success var-
ies. Users today can choose among 
many variants with differing levels 
of anonymity (X receives $100 from 
someone), pseudonymity (X receives 
$100 from Y), confidential transac-
tions (Alice receives $Z from Bob), or 
combinations thereof. The table as-
sumes an anonymous and confiden-
tial cryptocurrency.

While cryptocurrency is sometimes 
considered a steppingstone for CBDC, 
important technical differences pre-
vail, including with privacy. The choice 
exists between hard and soft privacy 
for CBDC. Soft-privacy CBDC uses ju-
dicial oversight to allow human discre-
tion in balancing exceptional access 
to payment data with privacy, much as 
it is done today in payment systems. 
In contrast, hard-privacy CBDC elimi-
nates human intervention by relying 
solely on cryptography and, perhaps, 
tamper-resistant hardware. With cur-
rent technology, it is possible to con-
ceive hard-privacy CBDC that is more 
difficult for law enforcement to trace 
than cash.

While the tensions between privacy 
enthusiasts and law enforcement get 
top billing in the CBCD literature, the 
less obvious tension between privacy 
enthusiasts and data holders is equal-
ly important (P®D). Payment data is 
personal data. It can be monetized. It 
is useful for profiling users through 

Law enforcement 
prefers the least 
amount of friction  
in obtaining 
payment 
information that is 
pertinent to  
their investigations.
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a relatively simple task of securing 
communication with a well-identified 
server using basic cryptography primi-
tives such as encryption, hashing, and 
creating digital signatures. In contrast, 
the cryptographic building blocks nec-
essary for CBDCs with conditional pri-
vacy are much newer, more involved, 
and less reviewed. Moreover, few of 
these techniques scale well to zillions 
of real-time payments.

All these observations lead to the 
conclusion that CBDC systems should 
be designed in a way that protect pay-
ment records in bulk (for example, 
against devastating data breaches) 
but with plaintext access possible in 
justified cases. The conditions for 
plaintext access should be rooted 
in appropriate law, which by design 
leaves room for discretion. This is de-
sirable—respecting checks and bal-
ances—as it allows the law to evolve 
and adapt to new situations while pre-
serving its intended spirit.

As unauthorized plaintext access 
does not leave traces and cannot be 
reversed, this approach does require 
some trust in privileged parties, who 
are committed to compliance, imple-
ment technical safeguards against er-
rors and outside attacks, and are sub-
ject to oversight and regular audits. On 
balance, soft privacy appears to be the 
most practical way forward.

Primary to Secondary Data Uses
If soft privacy is accepted as the most 
practical approach, the main ques-
tions to ask are: Which stakeholders 
are easiest to trust? How can effective 
checks and balances ensure that they 
deserve trust?

The stakeholder analysis reduced 
dozens of stakeholders to three with 
the intention of mapping conflicts. 
The same trick can be used in answer-
ing these questions. It is convenient 
to arrange the stakeholder groups 
in a diagram of concentric circles as 
shown in Figure 3, with information 
needs close to the payment process 
at the center. Secondary data uses are 
on the outside. The organizing prin-
ciple reflects the information flows 
in the payment process: Inner rings 
have and require more information to 
make payments work; outer rings are 
less relevant for the payment process 
itself but might want the information 

access to payment data. Commercial 
banks would still play a role, such as 
on-boarding users in a compliant way, 
and they are likely to continue offering 
traditional payment systems, perhaps 
with financial incentives proportional 
to the utility they can harvest from the 
payment data.

The Case for Soft Privacy
Several insights can be extracted from 
the stakeholder analysis. First, while 
payment records contain sensitive 
data and must be protected by default, 
access to payment records is vital to 
prevent crime in certain cases. The po-
tential to trace money flows can deter 
bad actors from committing crimes 
in the first place. A deterrence theory 
of crime speaks against hard-privacy 
solutions where users can be assured 
that payment flows remain protected 
unconditionally, perhaps even without 
having to trust in much else than the 
integrity of one’s own device and the 
secrecy of keys.7

A second insight is that no formal 
(that is, machine-decidable) access 
policy can cater to all concerns. This 
forces a reconsideration of middle-
ground cryptographic techniques that 
provide conditional privacy: for exam-

ple, for a defined number of payments,4 
payments of low value,14 or payments 
to vetted payees.8,15 The main problem 
with all formal access policies is that 
the conditions for revoking privacy 
have to be defined at the time that the 
data is encrypted or anonymized. This 
means bad actors can anticipate the 
rules and adapt their behavior to evade 
prosecution. An example is a smurf-
ing attack, where a large payment is 
split into many small ones, each below 
the threshold used in the condition 
to revoke privacy. Future research is 
likely to provide efficient systems ca-
pable of evaluating ever-more-complex 
conditions and finer-grain privacy re-
vocations, but complexity does not 
necessarily address the fundamental 
challenge. At worst, it can generate 
new problems.

The history of cryptography is lit-
tered with failure. Lessons such as peer 
review, formal analysis, and the test of 
time had to be learned the hard way. 
For example, the cornerstone of net-
work security today is Transport Layer 
Security (TLS), which has endured al-
most 30 years of protocol flaws and 
implementation issues; even the latest 
version includes elements for which 
no security proof is known. TLS solves 

Figure 3. Moving from primary to secondary data uses.

A
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has electronic 
payments data, but 
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non-financial data 
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law enforcement:
can access 
selected 
payments records
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intelligence 
agencies:
one way data 
flow
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Implications
Here, we look at privacy architectures 
along the diagram in Figure 3. For com-
pleteness, it briefly considers hard pri-
vacy as well.

Option 1: Hard privacy. Cypher-
punks would argue for placing hard 
privacy everywhere, meaning that 
plaintext access would be reserved for 
end users with access to private keys 
only. All stakeholders in the diagram 
see and learn nothing more than what 
is necessary for the payment process.

Such a system would suffer from 
technical overhead on ring A because 
encrypted records tend to require 
more space. The anonymization on 
the network layer that all hard-privacy 
proposals assume adds latency and 
other inefficiencies because of re-
peated encryption, decryption, and 
reencryption. The benefit for the cy-
pherpunks is excluding everyone but 
ring A from access. This may succeed 
for ring B. Ring D, in turn, will still 
try to subvert endpoints and devote 
more effort to traffic analysis and code 
breaking. Crucially, for ring C, law en-
forcement is both deprived of the ca-
pabilities needed to solve crimes and 
does not have the budget of an intel-
ligence agency.

Here it is important to consider pos-
sible knock-on effects. Every architec-
ture with hard privacy at its core will 
push enforcement actions to the on/
off-ramps of the system, increasing the 
burden of record-keeping and report-
ing for rings A and B, as seen with cash. 
A shadow system of record-keeping 
mirroring almost all the activity in the 
payment system proper could result 
in less privacy because of poorer se-
curity and governance. For example, 
several US regulators routinely receive 
a complete picture of all cryptocur-
rency transactions that fall under a 
“travel rule.” Yet, criminals find legal 
loopholes or technical ways to escape 
prosecution. This creates an inefficient 
dragnet that neither meaningfully pre-
vents crime nor protects the privacy of 
legitimate users.

Option 2: Soft privacy. The opposite 
would be soft privacy everywhere. Pay-
ment data would freely flow among 
parties, still protected with point-to-
point encryption against outside at-
tackers. Every party involved is iden-
tified and trusted to adhere to the 

for purposes other than payments.
Starting from the center, at ring A, 

today’s banks and payment processors 
must have detailed data to make pay-
ments happen, but not all of them use 
it as much as they could. This data has 
secondary uses, such as credit scoring. 
The extent to which this happens varies 
among payment systems and regions, 
with the tendency to explore more sec-
ondary uses through an emerging fi-
nancial technology sector.5

Ring B hosts the data industry out-
side of the financial sector. It consists 
primarily of merchants, who seek to 
commercialize the secondary uses of 
payment data. This ring also includes 
technology suppliers who seek to ex-
pand tracking and targeting across 
merchants and industries, and increas-
ingly, the offline world. This is where 
payment data is deemed particularly 
valuable. Not only are payment records 
reliable indicators of economic activity 
and consumer choice, but they are also 
often linked to persistent identities up 
to real names and street addresses.

Law enforcement on ring C is in-
volved in payments only indirectly. It 
can strengthen trust in CBDC by track-
ing stolen funds, although only a small 
fraction of payments is disputed. 
While the former is a primary use of 
the data, law enforcement is also in-
terested in secondary uses. It believes 
that bulk access to records—disputed 
and undisputed alike—helps solve all 
kinds of crimes ranging from tax eva-
sion to uncovering criminal networks. 
These are secondary uses of the data 
because the security of a payment sys-
tem is not increased by taxes being en-
forced within it.

On ring D—the outermost consid-
ered here—intelligence agencies are 
added to the picture. A discussion of 
CBDC privacy cannot ignore this stake-
holder. It is often brought forward as 
an argument for hard privacy. These or-
ganizations strive to capture data of all 
types, with payment data offering cru-
cial links to real-world entities. Intel-
ligence agencies are set up as one-way 
entities: They are data sinks without 
regular or substantial feedback to the 
systems they observe. As all major in-
telligence agencies operate across bor-
ders, it is particularly hard to ensure 
that soft-privacy rules are not circum-
vented by domestic or foreign actors.

Organizational 
safeguards 
should include 
transparency  
in the system design 
and oversight  
by an independent 
body equipped  
with resources  
and expertise to 
verify the integrity 
of the system.
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limits by using short-lived crypto-
graphic keys and deleting them after a 
defined amount of time—for example, 
six months for transaction records 
and 10 years for aggregates such as 
account balances. The choice of these 
periods reflects the elevated sensitiv-
ity of detailed payment records and 
their metadata, as compared with ac-
count-holder information that finan-
cial intermediaries must retain today 
to combat financial crimes.

Organizational safeguards should 
include transparency in the system 
design (for example, open source, mul-
tiple vendors) and oversight by an inde-
pendent body equipped with resources 
and expertise to verify the integrity of 
the system.

This leaves us with the question of 
which parties should run ring A, the 
core of the system? An ideal institu-
tion would operate as a not-for-profit 
organization with a clear public-inter-
est mandate. Many countries set up 
their central banks as institutions that 
match these goals. Moreover, CBDC 
is a claim against the central bank’s 
balance sheet; hence, it derives all 
value from the integrity of the central 
bank. Citizens must (and do12) trust 
their central bank anyway when using 
money. This suggests that from the 
perspective of privacy, for countries 
in which these conditions are immu-
table, ring A could be run by the cen-
tral bank.

There is a broad body of literature 
on designing CBDC (recall Figure 1). A 
“direct architecture,” where the central 
bank operates the record-keeping, is 
one of the options presented but never 
as the favorite model, chiefly because 
it would crowd out commercial banks 
from the payment system. The litera-
ture has never considered privacy from 
scratch, however. From the perspective 
of privacy, there are stakeholder-based 
arguments for a direct architecture. 
Therefore, adding privacy casts new 
light on the discussion of the technical 
architecture for CBDC.3

Concluding Remarks
The privacy landscape of CBDC is 
more complex than often appreci-
ated. Mapping it through two per-
spectives—stakeholder conflicts and 
stakeholder proximity to the data—
has not been addressed in the CBDC 

privacy policy. Regular audits and the 
threat of sanctions encourage disci-
plined processing.

Such a system could be very effi-
cient. Its privacy, however, would not 
be any different from that offered by 
current payment networks, and hence 
worse than paying in cash. Gaining 
the trust of privacy enthusiasts would 
therefore be difficult, chiefly for the 
weak guarantees it offers to discour-
age unwanted secondary use of pay-
ment data. Another threat to privacy 
is that data holders on rings A and B 
might accept the risk of sanctions, and 
even bend the interpretation of law 
in their interests (compare with web 
tracking today11).

Moreover, preventing abuse of 
stolen data (for example, after data 
breaches) is technically impossible 
and a real threat given the frequency 
of breaches.13 Similar concerns apply 
to rings C and D, which depend on the 
competence of law enforcement to es-
tablish data security, as well as citizens’ 
trust in internal controls. This amount 
of blind trust is not ideal; hence, a bet-
ter compromise is needed.

Option 3: A soft core with a hard 
shell. Some entities in ring A need 
plaintext access for efficiency; hence, 
soft privacy is implemented here. To 
respect the principle of data minimi-
zation, no other rings are given ac-
cess by default. To serve justified data 
requests, however, particularly from 
ring C, ring A acts as a data custodian: 
It may grant plaintext access to se-
lected records while it is ensured that 
all requests are authentic, justified, 
and proportionate, and leave an audit 
trail. Here, you could experiment with 
hard-privacy techniques to govern 
this data transfer. Existing techniques 
such as tokenization, used in current 
payment networks to shield customer 
data from merchants, can be a source 
of inspiration. Likewise, anonymized 
aggregate data could be made avail-
able to ring B, again under transpar-
ent rules.

This approach seeks to balance 
hard and soft privacy. Note that plain-
text access on ring A does not mean 
data is stored or transferred in plain-
text. Rather, encrypted data can be 
decrypted when necessary. As an ad-
ditional technical safeguard, ring A 
could enforce strict data retention 

Preventing abuse 
of stolen data 
is technically 
impossible and a 
real threat given 
the frequency of 
breaches. 
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bank for supporting his research proj-
ect on “Privacy and the Functions of 
Digital Money.” 
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literature before. Both perspectives 
attempt to simplify as much as pos-
sible, leading to consideration of, re-
spectively, three and four representa-
tive stakeholder groups. Future work 
might consider if this is too simple 
and leaves things out, while a more 
complete view might be better.

The process related in this article 
has led to new insights. A glaring gap 
in the literature up to this point is the 
lack of realistic privacy definitions for 
money, which hinders the research 
and development of hard-privacy so-
lutions that address all realistic con-
cerns when trading off between priva-
cy and crime-fighting. Some proposals 
place an anti-money laundering com-
ponent in the message path that can 
be skipped for private transactions, 
magically assuming that this compo-
nent is all that is needed to stop fi-
nancial crime. Others are designed to 
prevent tax evasion but cannot resolve 
when the taxed proceeds result from 
felonies such as human trafficking.

Realistic crime-fighting uses a 
plethora of methods, each of which 
conflicts with privacy goals to a vary-
ing extent. CBDC that balances privacy 
protections against a single method 
risks criminals changing behavior to 
evade prosecution. Proponents of hard 
privacy need to move past whiteboard 
models of crime-fighting with operable 
privacy definitions; without that, soft 
privacy at the core is the most tenable 
way forward.

Another challenge for operable 
privacy is that too much privacy can 
fire back. Consider tightening law en-
forcement’s direct access to payment 
data. An unintended consequence 
might be new regulations that require 
increased logging and reporting of 
transaction details outside of the pay-
ment system. This new shadow data 
system might enjoy less scrutiny and 
public interest; hence, it becomes 
less secure and less transparent than 
building access into the core CBDC 
in the first place. This hints at an ap-
parent paradox—that there are cir-
cumstances where increasing access 
to data can increase privacy—that re-
searchers might consider in domains 
beyond CBDC.

The analysis presented in this ar-
ticle suggests that, from the stand-
point of privacy, it could be argued 

that CBDC should be run by a public-
sector agency. For nontechnical rea-
sons, the literature advises against a 
“direct” CBDC architecture, also to 
maintain a status quo that in part still 
derives from the technology used in 
the 1970s. Central banks are institu-
tions run by economists and lawyers; 
they do not become tech companies 
overnight.

Moreover, the fear of disrupting the 
monetary and financial system (rings 
A and B in Figure 3) as a side effect of 
changing payment technology is cer-
tainly a valid argument for keeping 
commercial banks in the loop. That 
said, from the perspective of privacy, 
there are benefits to limiting the num-
ber of parties with default access to de-
tailed records.

One substantial concern with a di-
rect CBDC architecture, however, is that 
it would imply the central bank hosting 
a significant amount of sensitive retail 
transaction data. Other government 
agencies, such as tax authorities, have 
a long history of dealing with the risk of 
data breaches and the possibility of be-
ing called as witnesses in law enforce-
ment cases. This, however, would be a 
new role for central banks, one that is 
potentially beyond their mandates. This 
role could therefore also be delegated to 
a new type of public authority tasked 
with protecting retail payment data. 
(Commercial banks would still play a 
role, such as on-boarding CBDC users in 
a compliant way, and they would likely 
continue offering traditional payment 
systems, perhaps with financial incen-
tives proportional to the utility they can 
harvest from the payment data.)

Regardless of which agency hosts the 
data, state-of-the-art technology must 
be used to reduce the likelihood and 
severity of data breaches. Researchers 
who argue that privacy is to be put first 
should be bold and consider technical 
designs and operational architectures 
with such reshuffled divisions of re-
sponsibility.
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