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ABSTRACT
Most laptops and personal computers have webcams with
LED indicators to notify users when they are recording. Be-
cause hackers use surreptitiously captured webcam record-
ings to extort users, we explored the effectiveness of these
indicators under varying circumstances and how they could
be improved. We observed that, on average, fewer than half
of our participants (45%) noticed the existing indicator during
computer-based tasks. When seated in front of the computer
performing a paper-based task, only 5% noticed the indicator.
We performed a followup experiment to evaluate a new indi-
cator and observed that adding onscreen glyphs had a signifi-
cant impact on both computer-based and non-computer-based
tasks (93% and 59% noticed the new indicator, respectively).
We discuss how our results can be integrated into current sys-
tems, as well as future ubiquitous computing systems.
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INTRODUCTION
As we enter the age of wearable and ubiquitous computing,
more and more consumer computing devices will accept con-
tinuous input via audio and/or video sensors. These devices
allow applications to perform a wide range of actions, from
recognizing objects in the user’s environment to parsing voice
commands. Similar to smartphone platforms [26], ubiquitous
computing platforms will need permission mechanisms to al-
low users to regulate how specific applications access sensi-
tive data, and privacy indicators to communicate when that
data is accessed. In order for us to understand the design
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space of these privacy indicators, we examined the effective-
ness of similar privacy indicators that are already sufficiently
pervasive: webcam recording indicators.

For several years now, laptop sales have surpassed desktop
sales [21], and with few exceptions, it is standard for a new
laptop to come equipped with a built-in webcam. These web-
cams face the user and have indicator LEDs to communicate
when the webcam is recording. Ideally, the user will notice
the indicator, understand that a recording is being made, and
take defensive actions in the event that the webcam is record-
ing without the user’s consent. Anecdotal evidence suggests
that these assumptions are incorrect [13].

Remote Administration Tools (RATs) allow hackers to con-
trol an unsuspecting user’s computer remotely, allowing them
to execute programs, send taunting messages, or eavesdrop
via the webcam and microphone [4]. In some cases, hack-
ers have used videos of victims in various states of undress as
part of “sextortion” plots: the perpetrator threatens to publicly
post the captured videos and/or photos unless the victim pays
a ransom [3]. The most famous case of this involved a high
school classmate of Miss Teen USA who surreptitiously cap-
tured photos of her naked in her bedroom [19]. Unauthorized
access to laptop webcams is not just limited to extortionists,
however. In 2010, the Lower Merion School District in Penn-
sylvania paid a settlement to victims after it was reported that
school administrators were spying on students in their homes
using school-provided laptops [30].

While users can buy stickers to cover up the webcams to pre-
vent unauthorized video capture [25], we wanted to explore
the effectiveness of current webcam LED indicators and ex-
amine ways in which they could be improved, so that our find-
ings can be applied to future technologies. We performed a
series of experiments to quantify how often users are likely to
take notice when their webcams unexpectedly turn on. First,
we turned on the webcam unexpectedly while participants
were using the computer, to see how often they noticed and
whether this was affected by their activities. Next, we studied
the effectiveness of a new indicator. In this work, we con-
tribute the following:

• We show that in our laboratory environment, a minority
of participants (45%) noticed an illuminated webcam LED
indicator when performing a computer-based task, regard-
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space of these privacy indicators, we examined the effective-
ness of similar privacy indicators that are already sufficiently
pervasive: webcam recording indicators.

For several years now, laptop sales have surpassed desktop
sales [21], and with few exceptions, it is standard for a new
laptop to come equipped with a built-in webcam. These web-
cams face the user and have indicator LEDs to communicate
when the webcam is recording. Ideally, the user will notice
the indicator, understand that a recording is being made, and
take defensive actions in the event that the webcam is record-
ing without the user’s consent. Anecdotal evidence suggests
that these assumptions are incorrect [13].

Remote Administration Tools (RATs) allow hackers to con-
trol an unsuspecting user’s computer remotely, allowing them
to execute programs, send taunting messages, or eavesdrop
via the webcam and microphone [4]. In some cases, hack-
ers have used videos of victims in various states of undress as
part of “sextortion” plots: the perpetrator threatens to publicly
post the captured videos and/or photos unless the victim pays
a ransom [3]. The most famous case of this involved a high
school classmate of Miss Teen USA who surreptitiously cap-
tured photos of her naked in her bedroom [19]. Unauthorized
access to laptop webcams is not just limited to extortionists,

Nineteen participants reported that their webcam LED turned on 
when they were not using it. Almost all of them (18 of 19) believed 
this was normal behavior or just due to human error… 
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Abstract
On November 3, 2009, voters in Takoma Park, Mary-

land, cast ballots for the mayor and city council members
using the Scantegrity II voting system—the first time
any end-to-end (E2E) voting system with ballot privacy
has been used in a binding governmental election. This
case study describes the various efforts that went into
the election—including the improved design and imple-
mentation of the voting system, streamlined procedures,
agreements with the city, and assessments of the experi-
ences of voters and poll workers.

The election, with 1728 voters from six wards, in-
volved paper ballots with invisible-ink confirmation
codes, instant-runoff voting with write-ins, early and
absentee (mail-in) voting, dual-language ballots, provi-
sional ballots, privacy sleeves, any-which-way scanning
with parallel conventional desktop scanners, end-to-end
verifiability based on optional web-based voter verifica-
tion of votes cast, a full hand recount, thresholded author-
ities, three independent outside auditors, fully-disclosed
software, and exit surveys for voters and pollworkers.

Despite some glitches, the use of Scantegrity II was
a success, demonstrating that E2E cryptographic voting
systems can be effectively used and accepted by the gen-
eral public.

1 Introduction

The November 2009 municipal election of the city of
Takoma Park, Maryland marked the first time that any-
one could verify that the votes were counted correctly in
a secret ballot election for public office without having
to be present for the entire proceedings. This article is a
case study of the Takoma Park election, describing what
was done—from the time the Scantegrity Voting Sys-
tem Team (SVST) was approached by the Takoma Park
Board of Elections in February 2008, to the last crypto-
graphic election audit in December 2009—and what was

learned. While the paper provides a simple summary of
survey results, the focus of this paper is not usability but
the engineering process of bringing a new cryptographic
approach to solve a complex practical problem involving
technology, procedures, and laws.

With the Scantegrity II voting system, voters mark op-
tical scan paper ballots with pens, filling the oval for
the candidates of their choice. These ballots are handled
as traditional ballots, permitting all the usual automated
and manual counting, accounting, and recounting. Ad-
ditionally, the voting system provides a layer of integrity
protection through its use of invisible-ink confirmation
codes. When voters mark ballot ovals using a decoder
pen, confirmation codes printed in invisible ink are re-
vealed. Interested voters can note down these codes to
check them later on the election website. The codes are
generated randomly for each race and each ballot, and
hence do not reveal the corresponding vote. A final tally
can be computed from the codes and the system provides
a public digital audit trail of the computation.

Election audits in Scantegrity II are not restricted to
privileged individuals and can be performed by voters
and other interested parties. Developers and election au-
thorities are unable to significantly falsify an election
outcome without an overwhelming probability of an au-
dit failure [8]. The other side of the issue of integrity,
also solved by the system, is that false claims of impro-
priety in the recording and tally of the votes are readily
revealed to be false. 1

All the software used in the election—for ballot au-
thoring, printing, scanning and tally—was published
well in advance of the election as commented, buildable
source code, which may be a first in its own right. More-
over, commercial off-the-shelf scanners were adapted to
receive ballots in privacy sleeves from voters, making the

1Note that a threat present and not commonly addressed in paper
ballot systems is that additional marks could be added to ballots by
those with special access. Such attacks are made more difficult by
Scantegrity II.

1
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Scantegrity received a single complaint by a voter who had trouble 
deciphering a digit in the code and noted it as “0,” while the 
Scantegrity website presented it as “8.” 
  
…He also stated that if he were not a trusting individual, he would 
believe that he had proof that his vote was altered. 



The receipt check is the 
weakest link in most E2E 
systems 

We wanted to stress test it 



4% of receipts checked 

??% would file a dispute?

The receipt check is the 
weakest link in most E2E 
systems 
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Question 1:



4% checked when the 
result was reasonable 

??% when it is 
fraudulent?

The receipt check is the 
weakest link in most E2E 
systems 

We wanted to stress test it 

Question 2:



(Study 1)
Unexpected Result



Clowdflower (Canada’s MTurk), 841 participants 

Asked people to vote for a charity to receive a 
donation ($50 CAD)



603 recipients completed their ballot and 
received an email with a link to the results 

84 clicked 

Half (42) were shown the correct result (Feeding 
America) and 22 checked their receipt 



We inverted the results, reporting that the 
Church of Scientology won despite it receiving 
the least votes
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603 recipients completed their ballot and 
received an email with a link to the results 

84 clicked 

Half (42) were shown the correct result (Feeding 
America) and 22 checked their receipt 

Half (42) were shown the incorrect result 
(Scientology) and 32 checked their receipt 

The result was significant



Dispute Filing (Study 2)



Clowdflower, 755 participants

We tried to get an upper-bound on the number of 
reports: 

1) Unexpected result 

2) We primed the voter to anticipate the potential 
for error 

3) We used an internet-savvy crowd 



We provide each voter who checked (7.4%) with 
an incorrect confirmation code and the ability to 
report it



We provide each voter who checked (7.4%) with 
an incorrect confirmation code and the ability to 
report it



How many voters reported the error?



How many voters reported the error? 

0.5% 
(4 voters out of 755)



Not sure why the number is so low 

Theories: 

1) Bystander effect - someone else will report it 

2) Knowledge gap - don’t trust their own 
judgement



1,212,629

1,212,317

7.5% file disputes: detect fraud with 99.99% 



1,212,629

1,212,317

7.5% file disputes: detect fraud with 99.99% 
0.5% file disputes: detect fraud with 43.25%





If a malicious EA changes n receipts: 
n > margin of victory / 2 
minimize n to avoid detection 



Replication



Counter-measures



Questions?
Thank You


